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(57) ABSTRACT

Provided is a vehicle periphery monitoring device capable of
making a driver reliably recognize the shape of an object to
which attention should be paid. According to an image pro-
cessing unit (1) (vehicle periphery monitoring device), for
example, when it is highly probable that the shape of the
object is difficult to be visually recognized through the output
image because of the reason that the object is present far from
the vehicle or other reason, an enlarged image (Q'") of the
object (Q) is displayed on an HUD (7) so as not to overlap
with the object (Q).
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1
VEHICLE PERIPHERY MONITORING
DEVICE

TECHNICAL FIELD

The present invention relates to a vehicle periphery moni-
toring device configured to monitor a periphery of a vehicle
onthe basis of an image of the periphery ofthe vehicle imaged
by an imaging unit mounted in the vehicle.

BACKGROUND ART

When the presence of an object is recognized in a night
vision image in front of a vehicle, an approach has been
disclosed to magnity a display area of the night vision image
s0 as to attract a driver’s attention to the object (refer to Patent
Document 1).

PRIOR ART REFERENCES
Patent Documents

Patent Document 1: Japanese Patent Laid-open No. 2007-
159036

SUMMARY OF THE INVENTION
Problems to be Solved by the Invention

However, it may be difficult for the driver to clearly recog-
nize the shape of the object merely by magnifying the display
area of the night vision image. Thereby, it may be difficult for
the driver to determine an appropriate driving method for the
vehicle to avoid a contact between the vehicle and the object.

The present invention has been accomplished in view of the
aforementioned problems, and it is therefore an object of the
present invention to provide a vehicle periphery monitoring
device capable of making a driver reliably recognize the
shape of an object to which attention should be paid.

Means for Solving the Problems

To attain an object described above, the vehicle periphery
monitoring device of the present invention comprises: a first
image processing component configured to extract an image
area corresponding to an object as an object area from an
image of a periphery of a vehicle acquired by an imaging
device mounted in the vehicle; and a second image processing
component configured to display an output image represent-
ing the periphery of the vehicle in accordance with the image
on an image display device mounted in the vehicle, wherein
the second image processing component is configured to
display an enlarged image of the object on the image display
device in such a way that the enlarged image of the object
overlaps with the output image but does not overlap with the
object contained in the output image on the proviso that the
object area is extracted by the first image processing compo-
nent.

According to the vehicle periphery monitoring device of
the present invention, the enlarged image of the object con-
tained in the output image is displayed with an overlap with
the output image. Further, the enlarged image of the object is
displayed without being overlapped with the object contained
in the outputimage. According to the visual recognition of the
position and the size of the object by the driver through the
output image, the general position of the object in real space
can be recognized by the driver. Furthermore, even though it
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is difficult to visually recognize the shape of the object
through the output image, the shape thereof can be reliably
recognized by the driver visually through the enlarged image
of the object. Since the enlarged image is displayed with an
overlap with the output image, more information can be rec-
ognized by the driver through the image display device at one
time.

It is acceptable that the second image processing compo-
nent is configured to display on the image display device the
enlarged image of the object on the proviso that the object
satisfies a first condition containing at least one of the follow-
ing aspects: a distance from the vehicle to the object is equal
to or greater than a first reference distance, a size of the object
in the image of the periphery of the vehicle or in the output
image is smaller than a reference size, and a velocity of the
vehicle is equal to or greater than a reference velocity.

According to the vehicle periphery monitoring device of
the mentioned configuration, when it is highly probable that
the shape of the object is difficult to be visually recognized
through the output image due to the reason that the object is
present far from the vehicle or the like, the enlarged image of
the object is displayed.

It is acceptable that the second image processing compo-
nent is configured to display on the image display device the
enlarged image of the object in a predefined size.

According to the vehicle periphery monitoring device of
the mentioned configuration, the occupied space of the
enlarged image on the image display device is limited to a
minimum size necessary for visually recognizing the shape of
the object; thereby, it is expected to efficiently utilize the
available image-displaying space on the image display
device.

It is acceptable that the second image processing compo-
nent is configured to display on the image display device a
frame encircling the object in the output image, vary a size of
the frame according to at least one of the following aspects: a
distance from the vehicle to the object, a size of the object in
the image of the periphery of the vehicle or in the output
image, and a velocity of the vehicle, and display the frame of
the varied size on the image display device.

According to the vehicle periphery monitoring device of
the mentioned configuration, even in a situation when the
object is present far from the vehicle or the like, the presence
of'the object may be emphasized by encircling the object with
a frame having a size in accordance with the situation.
Thereby, the position and the size of the object can be visually
recognized by the driver with certainty through the output
image, and consequently, the general position of the object in
real space can be recognized by the driver.

It is acceptable that when a plurality of object areas have
been extracted by the first image processing component, the
second image processing component is configured to display
on the image display device the enlarged image of an object
on the proviso that the object among a plurality of objects
corresponding to the plurality of object areas respectively
satisfies a second condition containing at least one of the
following aspects: a distance from the vehicle to the object is
the shortest, and a contact possibility between the object and
the vehicle is the highest.

According to the vehicle periphery monitoring device of
the mentioned configuration, for an object having a high
necessity for the vehicle to avoid a contact thereto, the
enlarged image of the object is displayed by priority. Thereby,
the shape of the object having a high necessity for the vehicle
to avoid a contact thereto is visually recognized by the driver
with certainty, and the recognition result is useful for the
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driver to determine an appropriate driving method for the
vehicle so as to avoid a contact between the vehicle and the
object.

It is acceptable that the second image processing compo-
nent is configured to locate the enlarged image of the objectin
one image area where the object is present among a plurality
of' image areas constituting the output image and display the
same on the image display device.

According to the vehicle periphery monitoring device of
the mentioned configuration, the position of the object and the
position of the enlarged image of the object in the output
image are located close to each other. Thereby, the attention
of the driver toward the image display device will not be
distracted between the object and the enlarged image thereof
in the output image, and consequently, the general position of
the object in real space and the shape of the object can be
recognized easily by the driver.

It is acceptable that the second image processing compo-
nent is configured to locate the enlarged image ofthe object at
a position opposite to a displacement direction of the object
viewed from the object in the output image and display the
same on the image display device.

According to the vehicle periphery monitoring device of
the mentioned configuration, since the enlarged image of the
object is prevented from being displaced in follow of the
displacement of the object in the output image to overlap with
the object, it is easy for the driver to visually recognize the
shape of the object through the enlarged image.

It is acceptable that the second image processing compo-
nent is configured to pause or reserve the enlarged image of
the object on the image display device when a distance from
the vehicle to the object is equal to or shorter than a second
reference distance, or a time interval from a present time to
another time where the distance from the vehicle to the object
is predicted to be the shortest is equal to or smaller than a
reference time interval.

According to the vehicle periphery monitoring device hav-
ing the mentioned configuration, in view of the distance
between the vehicle and the object, when it is highly probable
or necessary for the driver to visually recognize the object
through the window shield, the attention of the driver is
prevented from being distracted by the enlarged image of the
object displayed on the image display device.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a diagram illustrating a mounting behavior of an
imaging device and a vehicle periphery monitoring device to
a vehicle;

FIG. 2 is a diagram illustrating a configuration of the
vehicle periphery monitoring device;

FIG. 3 is a flow chart illustrating overall functions of the
vehicle periphery monitoring device;

FIG. 4 is an explanatory diagram related to an attention-
attraction process and a generation method of an enlarged
image; and

FIG. 5 is an explanatory diagram related to display modes
of enlarged images of objects.

MODE FOR CARRYING OUT THE INVENTION

An embodiment of a vehicle periphery monitoring device
according to the present invention will be described herein-
after.

First, the configuration of the vehicle periphery monitoring
device of the present embodiment will be described.
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As illustrated in FIG. 1, the vehicle periphery monitoring
device is composed of an image processing unit 1 mounted in
a vehicle 10. As illustrated in FIG. 2, the image processing
unit 1 is connected with a pair of infrared cameras (corre-
sponding to imaging devices of the present invention) 2R and
2L disposed laterally for capturing an image in front of the
vehicle 10, a yaw rate sensor 3 for detecting a yaw rate of the
vehicle 10, a vehicular velocity sensor 4 for detecting a trav-
eling velocity (vehicular velocity) of the vehicle 10, and a
brake sensor 5 for detecting a braking operation of the vehicle
10.

The image processing unit 1 is further connected with a
speaker 6 for outputting auditory notification information
through audible voices or the like and an HUD 7 (image
display device) disposed nearby the front window for display-
ing a captured image by the infrared cameras 2R and 2L or
visual notification information. In place of or in addition to
the HUD, it is also acceptable to use a display panel for
displaying the travelling state such as the vehicular velocity
and the like of the vehicle 10 or an image displayer which is
acomponent in a navigation device mounted in the vehicle 10
as the image display device.

The image processing unit 1 is composed of an ECU (elec-
tronic control unit) having an A/D conversion circuit, a CPU,
memories such as a RAM, a ROM and the like, and an 1/O
circuit connected by buses or the like.

The image processing unit 1 is provided with a first image
processing component 11 and a second image processing
component 12, of is composed of a memory and a CPU
configured to retrieve one or both of a program and data stored
in the memory and perform an arithmetic processing accord-
ing to the retrieved program or the like. Each of the first image
processing component 11 and the second image processing
component 12 may be constructed from one or plural number
othardware (one or plural number of processors or arithmetic
processing circuits). The first image processing component
11 and the second image processing component 12 may be
constructed to share at least a part of hardware in common or
may be constructed from separate hardware.

It should be noted the description that a hardware (a pro-
cessor or the like) which is a component of a system is
configured to perform an arithmetic processing means that
the component is programmed to perform the arithmetic pro-
cessing, or perform the arithmetic processing by retrieving a
program appropriately from a memory and performing the
retrieved program.

Analog signals output from the infrared cameras 2R and
2L, the yaw rate sensor 3, the vehicular velocity sensor 4 and
the brake sensor 5 are converted into digital data via the A/D
conversion circuit; on the basis of the digital data, the CPU
detects an object such as a human being (a pedestrian or an
occupant of a bicycle or a two-wheeled vehicle), a quadruped
animal (a dog, a horse, a deer or the like), an artificial structure
(a wall, a building or the like) or the like, and notifies a driver
of the vehicle 10 the presence of the object or the level of
contact possibility between the vehicle 10 and the object via
the speaker 6 or the HUD 7 when the detected object satisfies
a predefined notification requirement.

As illustrated in FIG. 2, in order to photograph an image in
front of the vehicle 10, the infrared cameras 2R and 2L are
disposed at a front portion (at the front grill in the drawing) of
the vehicle 10. The right infrared camera 2R and the left
infrared camera 2L are disposed closer to the right side and
closer to the left side rather than to the center point in the
width direction of the vehicle 10, respectively. The infrared
cameras 2R and 2L are disposed symmetrical with respect to
the central line in the width direction of the vehicle 10. The
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infrared cameras 2R and 2L are fixed in such a way that the
optical axes thereof are parallel to each other in the antero-
posterior direction of the vehicle 10 and the vertical dimen-
sion from the road surface to the optical axis of one camera is
equal to the other. The infrared cameras 2R and 2L have
sensitivity in the far infrared region, therefore, have a prop-
erty of outputting image signals with higher levels (the lumi-
nance of the image signals becomes greater) when the tem-
perature of an object to be imaged becomes higher.

However, if the distance to the object is measured by radar,
it is acceptable to mount one infrared camera only in the
vehicle 10.

Hereinafter, the functions of the vehicle periphery moni-
toring device with the aforementioned configurations will be
described. Since the image processing has been disclosed in
detail in Japanese Patent Laid-open No. 2001-006096, Japa-
nese Patent Laid-open No. 2007-310705 and the like, the
description thereof will be given here briefly.

The following series of processes are performed by the first
image processing component 11.

Firstly, an object extraction process is performed (FIG.
3/STEP 002). Specifically, infrared image signals input into
the image processing unit 1 from the infrared cameras 2R and
2L are subjected to A/D conversion, and on the basis of the
A/D converted infrared image signals, a gray scale image is
generated. Subsequently, a gray scale image (right image)
which serves as a reference image is binarized. Thereafter, in
the binarized image, an area where the object is present is
extracted as an object area.

Specifically, the group of pixels constituting a high lumi-
nance area in the binarized image is converted to run length
data, line groups overlapped in the vertical direction of the
reference image are tagged with a label (identifier), respec-
tively, and each of the line groups are extracted as the object
area. Thereby, as illustrated in FIG. 4(a), the high luminance
area constituted by the grouped high luminance pixels (pixel
value=1 pixel) is extracted as the object area Q.

Thereafter, the position of the center of gravity (position in
the reference image) of each object, the superficial area
thereof and the aspect ratio of a circumscribed quadrangle
circumscribing each object are calculated. A time interval
tracking is performed on the object to determine whether or
not the object is identical for every arithmetic computation
cycle of the image processing unit 1. The outputs from the
vehicular velocity sensor 4 and the yaw rate sensor 5 (the
detection value of the vehicular velocity and the detection
value of the yaw rate) are retrieved. In parallel to the calcu-
lation of the aspect ratio of the circumscribed quadrangle and
the time interval tracking of the object, an area corresponding
to each object (for example, the area of the circumscribed
quadrangle of the object) is extracted as a searching image
from the reference image.

An image (a corresponding image) corresponding to the
searching image is searched and extracted from the left image
according to a correlation computation. Thereafter, a real
spatial distance (in the anteroposterior direction of the vehicle
10) z from the vehicle 10 to the object is calculated. Then, the
real spatial position (relative position with respect to the
vehicle 10) of each object is calculated FIG. 3/STEP 004).
Thereafter, the X component in the real spatial position (X, Y,
7)) of the object (refer to FIG. 1) is corrected according to the
turning angle data in time series. Subsequently, a relative
motion vector of the object with respect to the vehicle 10 is
calculated (FIG. 3/STEP 006).

The following series of processes are performed by the
second image processing component 12.
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Firstly, whether the object is an attention-attraction object
such as (1) a human being (a pedestrian, an occupant of a
bicycle orthe like), a quadruped animal (a dog, a horse, a deer
or the like) or the like, or is an non-attention-attraction object
such as (2) an artificial structure (a wall, a pole, a vending
machine or the like) or the like is determined (FIG. 3/STEP
008). For example, the type of the object is determined
according to the characteristics such as the shape or size, the
luminance distribution and the like of the object area Q (refer
to FIG. 4(a)) in the gray scale image.

If the object is determined to be the attention-attraction
object (FIG. 3/STEP 008 . . . YES), the level of contact
possibility between the vehicle and the object is determined
(FIG. 3/STEP 010).

Since the determination approach has been disclosed in
Japanese Patent Laid-open No. 2001-006096 and Japanese
Patent Laid-open No. 2007-310705, the description thereof
will be given here briefly. First, whether the real spatial dis-
tance zto the object is equal to or smaller than a multiplication
product of a relative velocity Vs and a time interval T is
determined. If the real spatial distance z is determined to be
equal to or smaller than the multiplication product, whether or
not the object is present in a contiguity determination area is
determined (first contact determination process). The conti-
guity determination area extends ahead of the vehicle 10,
symmetrically in the lateral direction of the vehicle 10, and
has a width with an offset added to the vehicle width of the
vehicle 10. If the determination result in the first contact
determination process is affirmative, it is determined that the
object has a high possibility to contact the vehicle 10. On the
other hand, if the determination result in the first contact
determination process is negative, whether or not the object is
present in an entry determination area located outside the
contiguity determination area and whether or not the relative
motion vector of the object is pointing toward the contiguity
determination area is further determined (second contact
determination process). If the determination result in the sec-
ond contact determination process is affirmative, it is deter-
mined that the object has a high possibility to contact the
vehicle 10.

If it is determined that the contact possibility between the
vehicle 10 and the object is high (the determination result in
the first or the second contact determination process is affir-
mative) (FIG. 3/STEP 010 . . . YES), an attention-attraction
process is performed (FIG. 3/STEP 012). Thereby, as illus-
trated in FIG. 4(a), a rectangular frame F1 encircling the
object Q is displayed on the HUD 7. In place of or in addition
to displaying the frame F1, it is also acceptable to output
audible sounds such as “peep, peep, peep . . . ” from the
speaker 6 to attract the driver’s attention to the object.

If it is determined that the object is not an attention-attrac-
tion object (FIG. 3/STEP 008 . . . NO) or the contact possi-
bility between the vehicle 10 and the object is low (FIG.
3/STEP 010 .. . NO), the processes from the object extraction
process and thereafter are repeated except the attention-at-
traction process (refer to FIG. 3/STEP 002 and thereafter).

Subsequently, whether or not the object satisfies a first
condition is determined (FIG. 3/STEP 014). At least one of
the following aspects is adopted as the first condition: (1) the
real spatial distance z to the object Q is equal to or greater than
a first reference distance; (2) the size of the object in the
captured image (the gray scale image) by the infrared cameras
2R and 2L or in the output image (the image displayed on the
HUD 7) is smaller than a reference size; and (3) the vehicular
velocity of the vehicle 10 is equal to or greater than a refer-
ence velocity.
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Ifitis determined that the object satisfies the first condition
(FIG.3/STEP 014 .. .YES), whether or not the object satisfies
a second condition is determined (FIG. 3/STEP 016). The
sufficiency determination of the second condition may be
performed only when a plurality of object areas are extracted
by the first image processing component 11. When the real
spatial distance z to an object among a plurality of objects
corresponding to the plurality of object areas respectively is
the shortest, it is adopted as the second condition.

Moreover, in place of or in addition to the shortest real
spatial distance z, it is also acceptable to adopt as the second
condition when the contact possibility between an object
among the plurality of objects and the vehicle 10 is the high-
est. For example, when the distance from one object among
the plurality of objects to the vehicle 10 predicted according
to the relative motion vector (refer to FIG. 3/STEP 006)
becomes zero at the earliest time or no more than a threshold
is determined to have the highest contact possibility to the
vehicle 10.

If it is determined that the object satisfies not only the first
condition but also the second condition (FIG. 3/STEP 016 . .
. YES), an enlarged image of the object is generated (FIG.
3/STEP 018). Thereby, as illustrated in FIG. 4(5), an enlarged
image Q' encircled by a rectangular frame F2 is generated
having the image area containing the object Q encircled by
the frame F1 extended in the lateral direction and the vertical
direction, respectively. The aspect ratio of the enlarged image
may be identical to or different from the aspect ratio of the
original image area. The size of the enlarged image of the
object on the HUD 7 may be adjusted to a predefined size.

It is acceptable to display the enlarged image Q' at any
position on the HUD 7 on the proviso that the enlarge image
Q' does not overlap with the object Q; however, in the present
embodiment, as to be described hereinafter, the position of
the enlarged image Q' is adjusted according to the displace-
ment direction and the position of the object Q in the output
image.

Subsequently, whether or not a lateral component surpass-
ing a predefined velocity (may be zero) is contained in the
motion vector of the object in the output image is determined
(FIG. 3/STEP 020).

If the determination result is affirmative (FIG. 3/STEP 020
... YES), the enlarged image Q' of the object is located at a
position opposite to the moving direction of the object Q
viewed from the object Q in the output image and display it on
the HUD 7 (FIG. 3/STEP 022). Thereby, for example as
illustrated in FIG. 5(a) by the arrow, when the object Q in the
output image displaces to the right side as time passes, the
enlarged image Q' thereof is displayed on the HUD 7, posi-
tioned at the left side of the object Q so as not to overlap with
the object Q.

On the other hand, if the determination result is negative (in
other words, the object hardly displaces in the lateral direc-
tion) (FIG. 3/STEP 020 . . . NO), whether or not the position
(the position of the center of gravity) of the object Q is
contained in either of plural image areas constituting the
output image is determined (FIG. 3/STEP 024).

Specifically, as illustrated in FIG. 5(4) and FIG. 5(c),
whether the position of the object is contained either in the left
image area or in the right image area which are divided by a
dashed line is determined. The dashed line may be positioned
at the center of the output image or may be deviated laterally
from the center of the output image in relation to the yaw rate.
It is also acceptable that the output image is divided into 3 or
more image areas in the lateral direction and the position of
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the enlarged image Q' of the object Q is adjusted according to
the position of the object Q in either one of the plural image
areas.

If it is determined that the position of the object Q is in the
left image area (FIG. 3/STEP 024 . . . 1), the enlarged image
Q' of the object is displayed on the HUD 7, positioned at the
left image area without overlapping with the object Q (referto
FIG. 3/STEP 026 and FIG. 5(b)). If it is determined that the
position of the object QQ is in the right image area (FIG.
3/STEP 024 . . . 2), the enlarged image Q' of the object is
displayed on the HUD 7, positioned at the right image area
without overlapping with the object Q (refer to FIG. 3/STEP
028 and FIG. 5(¢)).

According to the image processing unit 1 (the vehicle
periphery monitoring device) with the functions mentioned
above, the enlarged image Q' of the object Q is overlapped and
displayed in the output image (refer to FIG. 4(a) and FIG.
4(b)). Particularly, when the object Q satisfies the first con-
dition, in other words, when the shape of the object is difficult
to be visually recognized through the output image due to the
reason that the object Q is present far from the vehicle 10 or
the like, the enlarged image Q' of the object Q is overlapped
and displayed in the output image (refer to FIG. 3/STEP 014
and FIG. 5(a) to FIG. 5(¢)).

Further, the enlarged image Q' of the object Q is displayed
without overlapping with the object Q contained in the output
image. According to the visual recognition of the position and
the size of the object Q by the driver through the output image,
the general position of the object Q in real space can be
recognized by the driver.

Furthermore, even though it is difficult to visually recog-
nize the shape of the object Q through the output image, the
shape thereof can be reliably recognized by the driver visually
through the enlarged image Q' of the object (refer to FIG. 4(a)
and FIG. 4(b)). Since the enlarged image Q' is displayed with
an overlap with the output image, more information can be
recognized by the driver through the HUD 7 at one time.

When a plurality of objects are extracted, the enlarged
image of an object among the plurality of objects satisfying
the second condition, namely an object having a high neces-
sity for the vehicle 10 to avoid a contact thereto is displayed
(refer to FIG. 3/STEP 016, FI1G. 5(a) to FIG. 5(¢)).

According thereto, the shape of the object Q having a high
necessity for the vehicle 10 to avoid a contact thereto is
visually recognized by the driver with certainty, and the rec-
ognition result is useful for the driver to determine an appro-
priate driving method (steering operation by priority or decel-
eration operation by priority) for the vehicle 10 so as to avoid
a contact between the vehicle 10 and the object Q.

The enlarged image Q' of the object Q is displayed at a
predefined size on the HUD 7 (referto FIG. 5(a) to FIG. 5(c)).
According thereto, the occupied space of the enlarged image
on the HUD 7 is limited to a minimum size necessary for
visually recognizing the shape of the object; and thereby, it is
expected to efficiently utilize the available image display
space on the HUD 7.

In the left image area and the right image area constituting
the output image, the enlarged image Q' of the image is
positioned at one of the image areas where the object Q is
present and is displayed on the HUD 7 (refer to FIG. 3/STEP
024, 026 and 028, FIG. 5(b) and FIG. 5(¢)). According
thereto, the position of the object Q and the position of the
enlarged image Q' of the object in the output image are
located close to each other. Thereby, the attention of the driver
toward the HUD 7 will not be distracted from the object Q and
the enlarged image Q' thereof in the output image, and con-
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sequently, the general position of the object Q in real space
and the shape of the object Q can be recognized easily by the
driver.

The enlarged image Q' of the object is located at a position
opposite to the displacement direction of the object Q viewed
from the object Q in the output image and displayed on the
HUD 7 (refer to FIG. 3/STEP 020 and 022, FIG. 5(a)).
According thereto, since the enlarged image Q' of the object
is prevented from being displaced in follow of the displace-
ment of the object Q in the output image to overlap with the
object Q, it is easy for the driver to visually recognize the
shape of the object Q through the enlarged image Q'.

It is acceptable that the second image processing compo-
nent 12 is configured to vary the size of the frame F1 accord-
ing to atleast one of the real spatial distance z to the object, the
size of the object in the image of the periphery of the vehicle
10 or in the output image, and the vehicular velocity of the
vehicle 10 and display it (refer to FIG. 4).

According to the vehicle periphery monitoring device of
the mentioned configuration, even in a situation when the
object Q is present far from the vehicle 10 or the like, the
presence of the object Q may be emphasized by encircling the
object Q with the frame F1 having a size in accordance with
the situation. Thereby, the position and the size of the object
Q can be visually recognized by the driver with certainty
through the output image, and consequently, the general posi-
tion of the object Q in real space can be recognized by the
driver.

It is acceptable that the second image processing compo-
nent 12 is configured to pause or reserve the enlarged image
Q' of the object on the HUD 7 when the real spatial distance
to the object is equal to or shorter than the second reference
distance (set equal to or shorter than the first reference dis-
tance, for example), or a time interval from a present time to
another time where the distance from the vehicle 10 to the
object is predicted to be the shortest is equal to or smaller than
the reference time interval.

According to the vehicle periphery monitoring device of
the mentioned configuration, in view of the distance between
the vehicle 10 and the object QQ, when it is highly probable or
necessary for the driver to recognize the object visually
through the window shield, the attention of the driver is
prevented from being distracted by the object Q and the
enlarged image Q' thereof displayed on the HUD 7.

What is claimed is:

1. A vehicle periphery monitoring device comprising:

a first image processing component configured to extract
an image area corresponding to an object as an object
area from an image of a periphery of a vehicle acquired
by an imaging device mounted in the vehicle; and

a second image processing component configured to dis-
play an output image representing the periphery of the
vehicle in accordance with the image on an image dis-
play device mounted in the vehicle,

wherein the second image processing component is further
configured to determine whether or not the object satis-
fies a first condition and to display an enlarged image of
the object on the image display device if it is determined
that the object satisfies a first condition,

wherein the object is displayed on the image display device
in such a way that the enlarged image of the object
overlaps with the output image but does not overlap with
the object contained in the output image on the proviso
that the object area is extracted by the first image pro-
cessing component, and
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wherein the first condition includes at least that a size of the
object in the image of the periphery of the vehicle or in
the output image is smaller than a reference size.

2. The vehicle periphery monitoring device according to
claim 1, wherein the second image processing component is
configured to display on the image display device the
enlarged image of the object in a predefined size.

3. The vehicle periphery monitoring device according to
claim 2, wherein the second image processing component is
configured to display on the image display device a frame
encircling the object in the output image, vary a size of the
frame according to at least one of the following aspects: a
distance from the vehicle to the object, a size of the object in
the image of the periphery of the vehicle or in the output
image, and a velocity of the vehicle, and display the frame of
the varied size on the image display device.

4. The vehicle periphery monitoring device according to
claim 1, wherein the second image processing component is
configured to locate the enlarged image of the object in one
image area where the object is present among a plurality of
image areas constituting the output image and display the
same on the image display device.

5. The vehicle periphery monitoring device according to
claim 1, wherein the second image processing component is
configured to locate the enlarged image of the object at a
position opposite to a displacement direction of the object
viewed from the object in the output image and display the
same on the image display device.

6. The vehicle periphery monitoring device according to
claim 1, wherein the display of the enlarged image of the
objectis paused or reserved on the image display device when
a distance from the vehicle to the object is equal to or shorter
than a second reference distance, or a time interval from a
present time to another time where a distance from the vehicle
to the object is predicted to be the shortest is equal to or
smaller than a reference time interval.

7. A vehicle periphery monitoring device comprising:

a first image processing component configured to extract
an image area corresponding to an object as an object
area from an image of a periphery of a vehicle acquired
by an imaging device mounted in the vehicle; and

a second image processing component configured to dis-
play an output image representing the periphery of the
vehicle in accordance with the image on an image dis-
play device mounted in the vehicle,

wherein the second image processing component is further
configured to determine whether or not the object satis-
fies a first condition and to display an enlarged image of
the object on the image display device ifit is determined
that the object satisfies a first condition, and wherein the
second image processing component displays the
enlarged image in such a way that the enlarged image of
the object overlaps with the output image but does not
overlap with the object contained in the output image if
the object area is extracted by the first image processing
component,

when a plurality of object areas have been extracted by the
first image processing component, the second image
processing component is configured to display on the
image display device the enlarged image of an object if
the object among a plurality of objects corresponding to
the plurality of object areas respectively satisfies a sec-
ond condition containing a contact possibility between
the object and the vehicle is the highest, the contact
possibility is evaluated based on a relative motion vector
of the object with respect to the vehicle, and
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wherein the first condition includes at least that a size of the
object in the image of the periphery of the vehicle or in
the output image is smaller than a reference size.

8. The vehicle periphery monitoring device according to
claim 7, wherein the second image processing component is
configured to display on the image display device the
enlarged image of the object in a predefined size.

9. The vehicle periphery monitoring device according to
claim 8, wherein the second image processing component is
configured to display on the image display device a frame
encircling the object in the output image, vary a size of the
frame according to at least one of the following aspects: a
distance from the vehicle to the object, a size of the object in
the image of the periphery of the vehicle or in the output

10

image, and a velocity of the vehicle, and display the frame of 15

the varied size on the image display device.

10. The vehicle periphery monitoring device according to
claim 7, wherein the second image processing component is
configured to locate the enlarged image of the object in one

12

image area where the object is present among a plurality of
image areas constituting the output image and display the
same on the image display device.

11. The vehicle periphery monitoring device according to
claim 7, wherein the second image processing component is
configured to locate the enlarged image of the object at a
position opposite to a displacement direction of the object
viewed from the object in the output image and display the
same on the image display device.

12. The vehicle periphery monitoring device according to
claim 7, wherein the display of the enlarged image of the
objectis paused or reserved on the image display device when
a distance from the vehicle to the object is equal to or shorter
than a second reference distance, or a time interval from a
present time to another time where a distance from the vehicle
to the object is predicted to be the shortest is equal to or
smaller than a reference time interval.
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